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COURSE OUTCOMES
1 Formulate a machine learning problem
2 Develop and apply regression and classification algorithm
3 Create a model for decision tree learning
4 Understand the Bayesian approach for machine learning
3 Apply unsupervised learning models for handling unknown pattern
Out 4
UNIT | Comes/ | Topies Topics/ Text Contagt | Delivery
Bloom's No. Activity Book/ Ref | Houg Method
Level
Unit-1 Introduction
1.1 Well-Posed learning problems T2 2
1.2 Basic concepts, Types of Machine T i Chalk
5 Learning &
: : "] Board
1.3 qumxscd, unsupervised and T2 2
reinforcement |
| S 1.4 goa]? agnd applications of machine 2 q iRt
Aspects of developing a learning £ prescutatio
1.5 | system: training data, concept T2 1 e
representation ] '
1.6 Function approximation. T2 el Assignment
1.7 | Concept learning Introduction T2 il
1.8 | Version Spaces and the T2 Vi Test
1.9 Candidate Elimination Algorithm T2 1
Content beyond syllabus | 1,10 | Trends in Machine Learning T1, T3 Tl
Total | 12
Unit-2 Supervised Learning '
2.1 Regression: Linear regression T1,T2 Lo
2.2 | Polynomial regression, T1,T2 1 hl__ Chalk
11 CO-2 2.3 Metrices for accessing regression, T1,T2 1:° | &
Overfitting-Underfitting problems, Board
24 The bias / Variance tradeoff. L 1 1 p
2.5 | Classification: KNN T1,T2 I e
2.6 | SVM-Optimal Separation-Kernels T1,12 1 pom
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2.4 Overfitting-Underfitting problems, The TLT2 1 Board
' bias / Variance tradeoft. ’ .
2.5 | Classification: KNN T1,T2 1 Power g
2.6 | SVM-Optimal Separation-Kernels T1,12 1 Preseitatil
2.7 | Kernel Optimization T1,T2 \ Assignmer
2.8 | Linear Discriminant Analysis T1,T2 1 Test
2.9 | Metrices for accessing classification T1,T2 1
Content beyond syllabus | 2,10 | Modelling of Bias and Variance T1.X3 1
Total | 10
Unit-3 Decision Tree Learning 1
Decision tree representation,
3.1 | appropriate problems for decision tree T1,T2 1
learning : Chalk
32 Univariate Trees (Classification and T1,T2 1 &
- Regression) ) Board
= 3.3 | Multivariate Trees T1,T2 1 :
o = 34 | Basic Decision Tree Leaming T1,12 : " Eower e
" algorithms presentatio
35 Hypothesis space search in decision T1,T2 ' . .
3 tree learning Assignmen
3.6 | Inductive bias in decision tree learning T1,T2 1 Test
3.7 | Issues in decision tree learning T1,12 *
3.8 | Random Forest 11,72 .
Content beyond syllabus 3.9 | Introduction to Ensemble techniques T3,R1 %
Total | 10
Unit-4 Bayesian Learning :
4.1 | Bayes theorem and concept learning, TL,T2,T3 | 1 Chalk
4.2 | Bayes optimal classifier T1,T2.T3 ' 1 &
4.3 | Gibbs algorithm T1,T2.T3 1 Board
v CO-4 | 4.4 | Naive Bayes Classifier TLELTE | "1
4.5 | Bavesian belief networks TILTLT3 | 2 Power poit
4.6 | The EM algorithm T1,T2,T3 | 1 | presentatio
4.7 | Gaussian Mixture Model T1,12,13 | 1
4.8 | MLE and Bayesian Estimate T1,T2,T3 1 Assignmer
Content beyond syllabus | 49 | Comparison of Gaussian Models TIaexs| "2 b
Total | 11
Unit-5 Unsupervised Learning: 3
Curse of Dimensionality, ' Ik
¥ CO-5 v Dimensionality Rﬁdun:i::;n Techniques o : Cl:;:
5.2 | Principal component analysis TIL,T2,T3 | 1 Board
5.3 | Singular Value Decomposition TETTs | "1 Power poir
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5.4 | Introduction to clustering T1,T2,T3 ] presentatio
5.5 | Hierarchical: AGNES, DIANA T1,T2,T3 1 Assignmer
Partitional: K-means clustering, K- Test
59 Mode Clustering TAESTD !
5 Hierarchical, Spectral, subspace T1,T2,T3 3
clustering
5.8 | Association rule mining T1,T2,T3 | 1
Content beyond syllabus 5.9 | Shopping example using mining rules T1, R1 '
Total | 10
Cumulative Proposed Periods | 53 |
Text Books: ;
S.No. AUTHORS, BOOK TITLE, EDITION, PUBLISHER, YEAR OF PUBLICATIGN

: Peter Flach, Machine Learning-The Art and Science of Algorithms that Make Sense of Di
Cambridge University Press, 2017

2 T.M. Mitchell, “Machine Learning”, McGraw-Hill, 199

3 Saikat Dutt, Subramanian Chandramouli, Amit Kumar Das, “Machine Learning”, Pearson, 2(

Reference Books: :
S.No. AUTHORS, BOOK TITLE, EDITION, PUBLISHER, YEAR OF PU'BLICAﬁUN

1 Ethern Alpaydin, “Introduction to Machine Learning”, MIT Press, 2004, I

2 Stephen Marsland, “Machine Learning -An Algorithmic Perspective”, Secn@d Edition,
Chapman and Hall/CRC Machine Learning and Pattern Recognition Series, 2014.

3 Andreas C. Miiller and Sarah Guido “Introduction to Machine Learning wﬂ;i Python: A Guid
for Data Scientists”, Oreilly |

Web Details:

1 Andrew Ng, “Machine Learning Yearning” https://www.deeplearning ai/mgchine-learning-
yearning/ )

2 Shai Shaley-Shwartz, Shai Ben-David, “Understanding Machine Learning: FDII‘] Theory to
Algorithms”, Cambridge University Press
hltps:Hv.ww,a:fse.huji.ami1£~shaisﬂJnderstandi_ngMachjneLearning,findax.htngl
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