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Course Objectives:

The main objectives of the course are

To learn how to perform error analysis for arithmetic operations.
e To demonstrate working of various numerical methods.
e To provide a basic understanding of the derivation and f methods of interpolation and
numerical integration.
To impart knowledge of various statistical techniques.
e To develop students understanding through laboratory activities to solve problems related to
above stated concepts.

Course Outcomes (Cos): At the end of the course, student will able to

CO No: Course Qutcome Knowledge
Level(K)#
Cco1 Apply methods like Secant, Regula-Falsi, Newton-Raphson, and Fixed K3
Point Iteration to solve equations and perform error analysis
cOo2 Solve systems of linear equations using methods like Gauss K3
Elimination, Gauss-Jordan, Gauss-Seidel, and LU-Decomposition, and
compute Eigenvalues and Eigenvectors.
CcO3 Apply interpolation techniques (Newtons and Lagrange™s methods) K3
and numerical methods like Trapezoidal and Simpson*'s for
differentiation and integration.
CO4 Analyze data using statistical measures like mean, median, mode, K4
standard deviation, skewness, kurtosis, and correlation coefficients.
CO5 Understand and apply theorems of probability, including Bayes* K3
Theorem and conditional probability, Lo solve problems.




Conta
Week Blooms . i Text ct e
No Outcome Level Topic / Activity Bioks | Haur Delivery Method
s
UNIT-I

1,2 | Apply K3 1.1 | Introduction —

methods  like Solutiansof
algebraic and T, &T2 4

Secant, transcendental
Rimula-Falsi equations:

SEHIACTARY Bisection method
Newton- 1.2 | Secant method T1&T2 I Chalk
Raphson and 1.3 | Regula -Falsi T, &T2 5 &
Fixed Point method Board,

: 1.4 | Newton-Raphson | T,&T2 3 PPT , Interactive
Iteration  to method Whitcboarding
solve 1.5
equations and

; ! Fixed point T\ &T2 2
perform error iteration method
analysis.

UNIT-11

Solve systems 2.1 | Gauss T1&T2
of linear Elimination 3
equations method
using 2.2 | Gauss Jordan T &T2
methods like method. 3
Gauss
Elimination, 2.3 | Gauss Seidal T\&T2 1 Chalk
Gauss - jteration method &

3.4 Jordan, Gauss K3 2.4 | LU- T &T2 Board,
Seidal and Decomposition PPT, Interactive
LU- method - L
Decompositio Whiteboarding
n and 3
compute
Eigen values
and Eigen
vectors.

2.5 | Eigen values and
Eigen veclor__s of T\&T2 2
a square matrix.
Mid I Exam




UNIT-I1I
3.1 | Interpolation T1&T2 1
3.2 | Forward and
Backward T\&T2 2
Apply differences
interpolation 3.3 | Newton’s T,&T2 2
techniques forward formula
(Newton’s 3.4 | Newton’s Chalk
aiid backward Ti&T2 2 &
Lagrange’s formula Board,
3.5 [ Lagrange’s PPT, Interactive
methm‘]) and interpolation and ; .
numerical K3 Lagrangc’s T,&T2 3 Whlteboardmg
methods like inverse
2. Trapezoidal interpolation
and formula
Simpson’s for 3.6 I;I_?fmeri:;fllt_
: i s ifferentiation
differentiation - T\ &T2 2
?"d . Backward
integration. formula
3.7 | Trapezoidal T:1&T2 1
formula
3.8 | Simpson’s T,&T2 1
formula
UNIT-1V
Analyze data 4.1 | Basic concepts
. and definition of | T1&T2 | 2
using statistics
statistical 4.2 | Mean , Median, 5 Chalk
. Mode , Standard | T'&T2 | 3 o
measures like g &
devml:o_n Board.
mean, 4.3 | Coefficient of T,&T2 ] PPT Interz{ctive
eriilian variation ’_ _
: 4.4 | Skewness and T\ &T2 2 Whiteboarding
7,8 | mode, K4 Kurtosis
4.5 | Karl Pearson’s
Blardard correlation T1&T2 2
(_!C\'iilti(]l’l, cogfﬁcient
skewness, 4.6 Ran}.( correlation
| and illustratrd
kurtosis and examples
Ti&T2 2

correlation

coefficients.
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Utiderstand 5.1 | Basic concepts
and dcfinition of Ti 3

and apply probability Chalk
lheorer{-;? of 5.2 | Probability TI 1 E
probability, axioms Board
including 5.3 | Conditional T1 2 PPT lntcra,ctive
Baye’s probability ,

9,10 K = i i

) {hisesifi . i 3 5.4 | Addition and Winildogardigy

Multiplication Tl 3
theorem of
probability

conditional
probability to

solve 5.5 | Baycs thcorem I
problems.
5.6 | Problems and 2
applications
Mid IT Exam
Total No. of Classes _ 62

Recommended Text Books for Reading:
T1: Sunil S. Patil Numerical and Statistical Methods EBPB.
T2: S.S. Shastry Introductory methods of Numerical Analysis PHI (New Delhi)

Reference Text Books:

R1: Gupta S.C. & Kapuram VK Fundamentals of Mathematical Statistics.
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